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Figure S2  Recall rates of the machine learning models.
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Figure S1  Visualization of the results of difference analysis.
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Figure S3  Compare the performance of machine learning prediction models in different data sets, and calculate the mean in the test set.  (A)Calculation of AUC values of models in different
datasets(B)Calculation of diagnostic accuracy of models in different datasets. (C) Calculation of F-score of models in different datasets.
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0.685 0.687 0.686 0.571

0.666 0.683 0.674 0.587

0.654 0.675 0.665 0.603

0.671 0.690 0.680 0.571

0.673 0.687 0.680 0.571

0.675 0.697 0.686 0.556

0.773 0.685 0.729 0.524

0.673 0.697 0.685 0.556

0.659 0.680 0.669 0.587

0.659 0.680 0.669 0.587

0.664 0.699 0.681 0.556

0.649 0.683 0.666 0.587

0.656 0.680 0.668 0.587

0.682 0.692 0.687 0.556

0.690 0.699 0.694 0.540

0.652 0.680 0.666 0.587

0.803 0.637 0.721 0.571

0.680 0.678 0.679 0.571

0.690 0.695 0.692 0.540

0.716 0.695 0.705 0.524

0.671 0.687 0.679 0.556

0.671 0.687 0.679 0.556

0.656 0.671 0.663 0.587

0.680 0.673 0.677 0.571

0.808 0.630 0.719 0.571

0.659 0.678 0.668 0.571

0.709 0.640 0.674 0.603

1.000 0.573 0.787 0.556

0.758 0.685 0.722 0.508

0.652 0.678 0.665 0.571

0.690 0.685 0.687 0.540

0.659 0.663 0.661 0.587

0.770 0.635 0.703 0.571

0.692 0.692 0.692 0.524

0.673 0.687 0.680 0.540

0.675 0.697 0.686 0.524

0.671 0.687 0.679 0.540

0.659 0.687 0.673 0.540

0.848 0.673 0.761 0.460

0.654 0.663 0.659 0.571

0.652 0.671 0.661 0.556

0.865 0.616 0.741 0.524

0.652 0.673 0.662 0.540

0.671 0.687 0.679 0.508

0.675 0.685 0.680 0.508

0.623 0.628 0.625 0.619

0.673 0.685 0.679 0.508

0.678 0.683 0.680 0.508

0.664 0.666 0.665 0.540

0.808 0.594 0.703 0.571

XGBoost−default+Lasso−CV:10 fold (cutoff:0.5)
XGBoost−default+Lasso−CV:10 fold (cutoff:0.25)

RF (mtry=23, 75%p)
RF+Lasso−CV:10 fold (mtry=23, 75%p)

XGBoost−default (cutoff:0.25)
RF (mtry=8, 25%p)

RF (mtry=16, 50%p)
RF+Lasso−CV:10 fold (mtry=16, 50%p)
RF+Lasso−CV:10 fold (mtry=8, 25%p)

XGBoost−CV:10 fold (cutoff:0.5)
XGBoost−CV:10 fold (cutoff:0.75)

XGBoost−default (cutoff:0.5)
SVM−default (kernel: polynomial)

KNN+Lasso−CV:10 fold (k=1)
KNN+Lasso−CV:10 fold (k=5)

XGBoost−default+Lasso−CV:10 fold (cutoff:0.75)
XGBoost−default (cutoff:0.75)

DT
SVM−CV:10 fold (kernel: radial)
SVM−CV:10 fold (kernel: linear)

SVM−CV:10 fold (kernel: polynomial)
SVM−default+Lasso−CV:10 fold (kernel: linear)

SVM−CV:10 fold+Lasso−CV:10 fold (kernel: linear)
LR (cutoff:0.5)

SVM−default (kernel: linear)
SVM−default (kernel: radial)

NN−MLP (cutoff:0.5, lr:0.05, bs:225, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.001, bs:335, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.05, bs:95, ep:50, dropout:0.25)
DT+Lasso−CV:10 fold

KNN+Lasso−CV:10 fold (k=4)
NN−MLP (cutoff:0.5, lr:0.005, bs:355, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.001, bs:45, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.005, bs:245, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.01, bs:235, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.05, bs:205, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:175, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:245, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.005, bs:115, ep:50, dropout:0.5)
GBM−default (cutoff:0.5)

NN−MLP (cutoff:0.5, lr:0.05, bs:175, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.05, bs:95, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.005, bs:235, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.001, bs:235, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.005, bs:415, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:385, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.01, bs:255, ep:50, dropout:0.25)

SVM−CV:10 fold+Lasso−CV:10 fold (kernel: radial)
NN−MLP (cutoff:0.5, lr:0.01, bs:145, ep:50, dropout:0.5)

KNN+Lasso−CV:10 fold (k=3)
NN−MLP (cutoff:0.5, lr:0.01, bs:365, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.005, bs:55, ep:50, dropout:0.25)
GBM−CV:10 fold+Lasso−CV:10 fold (cutoff:0.5)

NN−MLP (cutoff:0.5, lr:0.01, bs:275, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.05, bs:295, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.05, bs:135, ep:50, dropout:0.25)
SVM−CV:10 fold+Lasso−CV:10 fold (kernel: polynomial)

KNN (k=3)
NN−MLP (cutoff:0.5, lr:0.01, bs:375, ep:50, dropout:0.25)

LDA
KNN (k=1)

GBM−CV:10 fold (cutoff:0.5)
NN−MLP (cutoff:0.5, lr:0.001, bs:65, ep:50, dropout:0.5)

SVM−default+Lasso−CV:10 fold (kernel: radial)
GBM−default (cutoff:0.25)

KNN (k=5)
NN−MLP (cutoff:0.5, lr:0.005, bs:25, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.005, bs:365, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.01, bs:55, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.005, bs:215, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.05, bs:355, ep:50, dropout:0.25)

XGBoost−CV:10 fold+Lasso−CV:10 fold (cutoff:0.5)
NN−MLP (cutoff:0.5, lr:0.005, bs:85, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:225, ep:50, dropout:0.5)

XGBoost−CV:10 fold (cutoff:0.25)
NN−MLP (cutoff:0.5, lr:0.001, bs:305, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.05, bs:315, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.005, bs:115, ep:50, dropout:0.25)

NN−MLP (cutoff:0.5, lr:0.001, bs:185, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:45, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.001, bs:25, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.05, bs:385, ep:50, dropout:0.25)
KNN+Lasso−CV:10 fold (k=2)
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1
Data set

DatasetA (train set)

DatasetB (test set)

DatasetC (test set)

DatasetD (test set)

1.000 0.750 0.870 0.684

0.878 0.779 0.827 0.684

0.782 0.783 0.782 0.705

1.000 0.728 0.863 0.657

0.771 0.770 0.771 0.697

0.761 0.766 0.763 0.707

0.763 0.763 0.763 0.707

0.762 0.765 0.763 0.699

1.000 0.761 0.875 0.585

0.762 0.765 0.763 0.691

0.762 0.769 0.766 0.684

0.796 0.779 0.788 0.652

0.760 0.761 0.761 0.697

0.759 0.761 0.760 0.697

0.759 0.761 0.760 0.697

0.759 0.761 0.760 0.697

0.758 0.760 0.759 0.697

0.758 0.760 0.759 0.697

0.758 0.760 0.759 0.697

0.761 0.761 0.761 0.690

0.760 0.760 0.760 0.689

0.760 0.760 0.760 0.689

0.758 0.760 0.759 0.689

0.758 0.760 0.759 0.689

0.758 0.760 0.759 0.689

0.781 0.780 0.780 0.644

0.761 0.761 0.761 0.682

0.761 0.761 0.761 0.682

0.760 0.760 0.760 0.681

0.758 0.760 0.759 0.681

0.783 0.776 0.780 0.643

0.763 0.760 0.761 0.674

0.760 0.760 0.760 0.674

0.760 0.760 0.760 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

0.759 0.759 0.759 0.674

XGBoost−default+Lasso−CV:10 fold (cutoff:0.25)
XGBoost−CV:10 fold (cutoff:0.75)

GBM−default (cutoff:0.25)
XGBoost−default+Lasso−CV:10 fold (cutoff:0.5)

LR (cutoff:0.25)
NN−MLP (cutoff:0.5, lr:0.001, bs:185, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.005, bs:105, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.01, bs:65, ep:50, dropout:0.5)
XGBoost−default (cutoff:0.25)

NN−MLP (cutoff:0.5, lr:0.01, bs:105, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.005, bs:15, ep:50, dropout:0.5)

XGBoost−CV:10 fold+Lasso−CV:10 fold (cutoff:0.75)
ENR−CV:10 fold (cutoff:0.25, alpha:0.9)

NN−MLP (cutoff:0.5, lr:0.005, bs:5, ep:50, dropout:0.5)
NN−MLP (cutoff:0.25, lr:0.05, bs:325, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.001, bs:385, ep:50, dropout:0.25)

Lasso.R−CV:10 fold (cutoff:0.25)
ENR−CV:10 fold (cutoff:0.25, alpha:0.2)
ENR−CV:10 fold (cutoff:0.25, alpha:0.4)

StepWise−AIC+LR (cutoff:0.25)
ENR−CV:10 fold (cutoff:0.25, alpha:0.1)
ENR−CV:10 fold (cutoff:0.25, alpha:0.6)

NN−MLP (cutoff:0.5, lr:0.005, bs:325, ep:50, dropout:0.5)
ENR−CV:10 fold (cutoff:0.25, alpha:0.3)
ENR−CV:10 fold (cutoff:0.25, alpha:0.5)

GBM−default+Lasso−CV:10 fold (cutoff:0.25)
NN−MLP (cutoff:0.5, lr:0.01, bs:185, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.001, bs:285, ep:50, dropout:0.5)
ENR−CV:10 fold (cutoff:0.25, alpha:0.7)

RR−CV:10 fold (cutoff:0.25)
SVM−default (kernel: polynomial)

GBM−CV:10 fold (cutoff:0.25)
NN−MLP (cutoff:0.5, lr:0.005, bs:95, ep:50, dropout:0.5)

NN−MLP (cutoff:0.5, lr:0.005, bs:405, ep:50, dropout:0.5)
NN−MLP (cutoff:0.25, lr:0.001, bs:5, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.001, bs:5, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.001, bs:5, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.001, bs:5, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.005, bs:5, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.005, bs:5, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.005, bs:5, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.005, bs:5, ep:50, dropout:0.75)
NN−MLP (cutoff:0.25, lr:0.01, bs:5, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.01, bs:5, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:5, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.01, bs:5, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.01, bs:5, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.05, bs:5, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.05, bs:5, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.05, bs:5, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.05, bs:5, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.05, bs:5, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.05, bs:5, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.001, bs:15, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.001, bs:15, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.001, bs:15, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.001, bs:15, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.005, bs:15, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.005, bs:15, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.005, bs:15, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.005, bs:15, ep:50, dropout:0.75)
NN−MLP (cutoff:0.25, lr:0.01, bs:15, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.01, bs:15, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.01, bs:15, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.01, bs:15, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.01, bs:15, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.05, bs:15, ep:50, dropout:0.25)
NN−MLP (cutoff:0.5, lr:0.05, bs:15, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.05, bs:15, ep:50, dropout:0.5)
NN−MLP (cutoff:0.5, lr:0.05, bs:15, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.05, bs:15, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.05, bs:15, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.001, bs:25, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.001, bs:25, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.001, bs:25, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.001, bs:25, ep:50, dropout:0.75)

NN−MLP (cutoff:0.25, lr:0.005, bs:25, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.005, bs:25, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.005, bs:25, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.005, bs:25, ep:50, dropout:0.75)
NN−MLP (cutoff:0.25, lr:0.01, bs:25, ep:50, dropout:0.25)
NN−MLP (cutoff:0.25, lr:0.01, bs:25, ep:50, dropout:0.5)

NN−MLP (cutoff:0.25, lr:0.01, bs:25, ep:50, dropout:0.75)
NN−MLP (cutoff:0.5, lr:0.01, bs:25, ep:50, dropout:0.75)
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1
Data set

DatasetA (train set)

DatasetB (test set)

DatasetC (test set)

DatasetD (test set)

A B 

                   

0 0.2 0.4 0.6
Average of test set 0 0.2 0.4 0.6

Average of test set

C


